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Introduction
Part 1



Audio Production



Mixing
Audio mixing is the process of blending multitrack 
recordings

- Technical considerations together with creative, 
artistic or aesthetic decisions

Achieved with audio effects

- Gain
- Panning
- Equalization (EQ)
- Dynamic range compression (DRC)
- Artificial reverberation
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Difficulties with Multitrack Mixing

• High level engineering task.
• Project can have large number of tracks and 

varieties of instruments.
• Time consuming: lot of repetitive tasks.
• Requires skills developed over years.
• Requires understanding of sound, music, and 

audio.
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Camera has automatic face 
detection, autofocus, red eye, 

etc.

Mixing consoles aren’t yet smart 
enough to understand the incoming 

signal

We need smart mixing consoles.



More people are creating audio     content

Music

Podcasts

Short-form content

Sound for Video

��
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Producing high quality audio requires expertise

Demand for high quality audio 
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Intelligent Multitrack Mixing

Intelligent tools that automate the complicated task of music mixing to produce 
technically sound and interpretable mixes.



Goals

1. What is mixing and what should we consider for automix systems?

2. Framework for understanding and designing automix systems

3. Technical understanding of current deep learning automix models

4. How to implement, train, and evaluate these models

5. Ideas for future research directions 
12



https://dl4am.github.io/tutorial

Book

https://dl4am.github.io/tutorial


Background
Part 2



Dugan, 1975
15

https://www.aes.org/e-lib/browse.cfm?elib=2398


History 2007-2012
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Brecht De Man, Ryan Stables and Joshua D. Reiss, “Ten Years of Automatic Mixing,” Proceedings of the 
3rd Workshop on Intelligent Music Production, Salford, UK, 15 September 2017.



History 2012-2017

17
Brecht De Man, Ryan Stables and Joshua D. Reiss, “Ten Years of Automatic Mixing,” Proceedings of the 
3rd Workshop on Intelligent Music Production, Salford, UK, 15 September 2017.



History 2017-2023
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https://csteinmetz1.github.io/AutomaticMixingPapers/
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Knowledge-based
or Expert systems

Pro: Explainable decisions

Con: Often lacks sufficient complexity 

Design a set of rules based to create 
a mix based on analysis of the inputs.

A knowledge-engineered autonomous mixing system
Brecht De Man, Joshua D. Reiss AES 2013
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Machine Learning*

Pro: Greater model flexibility

Con: Requires data (parametric)

Learn to create a mix by leveraging 
parametric data collected from pros. 

*Approaches that use classical machine learning techniques
Analysis of acoustic features for automated multitrack mixing
Jeffrey J. Scott. Youngmoo E. Kim ISMIR 2011
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1. Knowledge-based Systems
Gonzalez et al. 2007, De Man et al. 2013,

2. Classical ML-based Systems
Scott and Kim, 2011

3. Deep Learning-based Systems
Martinez Ramirez et al., 2021, 2022; Steinmetz et al. 
2020; Koo et al, 2023; Vanka et al, 2024  

De Man et al., 2017

http://eecs.qmul.ac.uk/~josh/documents/2017/WIMP2017_DeManEtAl.pdf
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Multitrack 
(Input)

Mix
(Output)

Neural 
Network

What we want? (at Inference)
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Multitracks Mixes

Dataset

Multitrack
(from the dataset)

Predicted 
Mix

Model
An abstraction of 

the 
transformation 

system

Ground Truth Mix
(from the dataset)

Loss
a measure of difference 
between the expected 

outcome and predicted 
outcome

Backpropagation
Updating the 

transformation systems 
for better prediction

Training



Datasets
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Popular Multitrack Datasets

ENST-Drums MedleyDB and Mixing Secrets

● 8 channels of drum components
● Recordings by 3 drummers
● Accessible on request
● Size: 1.25 hrs

● Complete songs with varied number 
of channels and instruments

● Different Genres
● Medley (7.2hrs) + Mixing Secrets 

(~50hrs)

MUSDB18

● Stems have audio effects applied
● Four stems: Vocals, Bass, Drums, 

and Others
● Mostly rock, pop, and metal
● ~10hrs

Speech recognition: >300 hrs data
Music sequence classification: 280 GB worth data

We have very limited open source, 
time-aligned, real multi-track data capturing 
various genres and types of music.
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More datasets

Open Multitrack testbed



Loss
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Time domain (Audio Loss) Frequency domain (Audio 
Loss) Parameter Loss

  (    ,    )    (    ,    )
Audio needs to be time aligned Need to choose proper scaling 

that can capture perceptual 
qualities of sound

Multiple parameter 
combinations can lead to same 
result, may penalise the model 
unnecessarily

(    ,    )

Loss functions
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Stereo loss function
Loss function to encourage realistic mixes

Achieves invariance to stereo (left-right) orientation

L1 and L2 loss on stereo 
signals encourage panning 
all elements to the center.

Left Right

🎸GT

🎸
L1 = 1

L1 = 2 L1 = 0
Panning here is more 

perceptually similar but 
gives a higher L1 loss

🎸



30https://github.com/csteinmetz1/auraloss

https://github.com/csteinmetz1/auraloss


Model Design
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Ground Truth Mix

Multitrack

Predicted Mix

Direct Transformation

Loss

Model Types

Black box system that lacks interpretability and controllability (context not incorporated)

(    ,    )
(    ,    )
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Loss

Multitrack Predicted Mix

Predicted
Mixing 

Console 
Parameters

Ground Truth 
Parameters

Parameter Estimation
(Parameter Loss)

Model Types

Black box system that allows interpretability and controllability (context not incorporated)

(    ,    )

We need a dataset with 
parametric data
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Ground Truth Mix

Multitrack

Predicted Mix

Loss

Predicted
Mixing 

Console 
Parameters

Parameter Estimation
(Audio Loss)

Model Types

Black box system that allows interpretability and controllability (context not incorporated)

(    ,    )
(    ,    )

Whole system needs to be 
differentiable



DDSP: Differentiable Digital Signal Processing



Neural networks that control DSP 

Neural network

Signal processing

Control parameters

36

- High-fidelity with minimal risk of introducing artifacts

- Audio processing is visible and controllable by end users 

- Significantly more efficient enabling operation on CPU



Neural networks that control DSP 
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Differentiable Signal 
Processing

...but this requires harmonization of signal processing and gradient-based learning



Techniques

1. Automatic differentiation (AD)
Engel et al. 2020

2. Neural proxies and hybrids (NP)
Steinmetz et al. 2020, Steinmetz et al. 2022

3. Numerical gradient approximation (NGA)
Martínez Ramírez et al. 2021

38



 Automatic Differentiation

Explicitly define signal 
processing operations in 
autodiff framework

Engel, Jesse, et al. "DDSP: Differentiable digital signal 
processing." ICLR (2021).
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 Neural Proxy

(1) Pretraining

Frozen DSP neural proxy
(2) Training

(3) Inference

Steinmetz, Christian J., et al. "Automatic multitrack 
mixing with a differentiable mixing console of neural 
audio effects." ICASSP, 2021. 40



 Gradient Approximation

Simultaneous perturbation stochastic 
approximation (SPSA)

Finite differences (FD)

Martínez Ramírez, Marco A., et al. "Differentiable signal 
processing with black-box audio effects." ICASSP, 2021. 41



Creating a differentiable mixing console

42
Steinmetz, Christian J., et al. "Automatic multitrack mixing with a 
differentiable mixing console of neural audio effects." ICASSP, 2021.
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Creating a differentiable mixing console

Proxy network

Differentiable channel strip

Steinmetz, Christian J., et al. "Automatic multitrack mixing with a 
differentiable mixing console of neural audio effects." ICASSP, 2021.



Creating a differentiable mixing console

44
Steinmetz, Christian J., et al. "Automatic multitrack mixing with a 
differentiable mixing console of neural audio effects." ICASSP, 2021.

Input tracks

Latent features

Parameter estimators

Differentiable audio effects

Predicted mix

Backpropagation
(Training)



DASP 
Differentiable audio signal processors 
in PyTorch
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Reverberation Compressor / 
Expander

Parametric Equalizer

Distortion Stereo Widener Stereo Panner



DASP 
Differentiable audio signal processors 
in PyTorch

46

- Pure functional interface for each audio processor

Permissive open source license (Apache 2.0)

Differentiable implementations enable backprop

Can target CPU or GPU with support for batching



GRAFX: An Open-Source Library for Audio Processing Graphs in Pytorch, Lee et al. (DAFx24, Sep 2024)

GRAFX: An Open-Source Library for Audio Processing 
Graphs in Pytorch



Work-so-Far
Part 3
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Direct Transformation Parameter Estimation

Wave-U-Net for drum mixing [a] Mixing with out-of-domain data [c]

Mixing style transfer [d]

Mixing with neural mixing console [b]

[a] A Deep Learning Approach to Intelligent Drum Mixing With the Wave-U-Net, Martinez-Ramirez et al. (JAES Mar, 2021)
[b] Automatic multitrack mixing with a differentiable mixing console of neural audio effects, Steinmetz et al. (ICASSP 2021)
[c] Automatic music mixing with deep learning and out-of-domain data, Martinez-Ramirez  et al. (ISMIR 2022)
[d] Music Mixing Style Transfer: A Contrastive Learning Approach to Disentangle Audio Effects, Koo et al. (ICASSP 2023)
[e] Diff-MST: Differentiable Mixing Style Transfer, Vanka et al. (ISMIR 2024)

Mixing style transfer with differentiable mixing console [e]



First Attempt (2021)



Mix-Wave-U-Net

51
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A Deep Learning Approach to Intelligent Drum Mixing With the Wave-U-Net

A Deep Learning Approach to Intelligent Drum Mixing With the Wave-U-Net

Drum Tracks Drum Mix

● Pros: directly learns the audio transformation 

● Limitations: Only drum mixing, number of tracks is fixed

(    ,    )

Wave-U-Net

Loss →



Wave-U-Net
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Mix-Wave-U-Net
Downsampling block

54



Mix-Wave-U-Net
Downsampling block
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Mix-Wave-U-Net
Upsampling block

56



Mix-Wave-U-Net
Output layer

57



Can we make it controllable? (2021)

Multitrack MixNeural 
Network

Controllability
Interpretability
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Automatic multitrack mixing with a differentiable mixing console of neural audio effects

A Deep Learning Approach to Intelligent Drum Mixing With the Wave-U-Net

Encoder

Context

Predicted Mixing 
Console Parameters

Neural Emulation of 
Chain of Audio EffectsMultitracks

MultitracksEmbeddings

Context 
Embedding

Parameter 
Predictor

Predicted Mix

● Pros: Permutation invariant, works for any 

number of tracks, allows multitrack mixing

● Limitations: neural emulation of effects are 

difficult to train, doesn’t work well for all 

cases (Could be due to lack of enough data)

(    ,    )Loss →



Differentiable Mixing Console
Parameter estimation

60
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Differentiable Mixing Console
Encoder

Weight sharing
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Differentiable Mixing Console
Post-processor
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Differentiable Mixing Console
Transformation Network
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Differentiable Mixing Console
Gain + Panning (Proxy network is not used)

Gain + EQ + Compressor + Reverb + Panning Proxy network
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Differentiable Mixing Console
Proxy Networks
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Differentiable Mixing Console
Proxy Networks
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Differentiable Mixing Console
Proxy Networks
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Limitations so far

● Previous methods have not yet achieved the level of professional 

audio engineers mixes

● It has been hypothesized that the bottleneck of performance can 
be resolved with a large enough dataset



How can we address data bottleneck? (2022)
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Data driven approaches need data, 
however, collecting dry data is difficult

Dry multitracks & Mixes

Challenging
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Research Question

● Can we use wet multitrack 
music data and repurpose it 
to train deep learning models 
that perform automatic music 

mixing?
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How ?

➢ Wet multitracks already 
contain the desired mixing 
effects, which are what the 

networks need to learn 

Fx Normalization !



(    ,    )
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Automatic music mixing with deep learning and out-of-domain data

Fx-Normaliser

Wet Multitracks Normalised 
Multitracks

Predicted Mix

Black-box 
mixing

Applies averaged 
effects to all 

tracks

Loss →

● Pros: uses of wet/processed stems to train, 

creates possibility for using extensive source 

separation datasets with wet stems

● Limitations: lacks interpretability and 

controllability, works for 4 stems
Automatic music mixing with deep learning and out-of-domain data



Fx-Normalization
Direct transformation
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Fx Normalization
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Data Normalization 
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We apply the same to audio effects !



Fx Normalization–EQ average features 
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EQ Normalization
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We propose loudness, EQ, panning, compression and 
reverberation normalization procedures

79



Method

80

● We use data preprocessing that calculates average features 
related to audio effects on a music source separation dataset

Fx Normalization



Method

81

● Based on these features, we “effect-normalize” the wet stems 
and then train an automatic mixing network

Fx Normalization



Method

82

● During training, the model learns how to denormalize the input 
stems and thus approximate the original mix

Fx Normalization



Method
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● At inference, the same preprocessing is applied to dry data

Fx Normalization

Fx Normalization



Conclusion

84

● We developed a method that performs automatic loudness, EQ, 
panning, compression and reverberation music mixing

● Fx Normalization works !—Our approach leverages on wet data

● Resulting mixes compared to professional mixes scored higher 
in terms of Clarity and are indistinguishable in terms of 
Production Value and Excitement



Context-Aware Systems
(2023-24)



Why such a huge 
percentage is 
saying no?



Results are generic and do not understand the context

Black box systems:  limiting control and interpretability.
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Multitrack MixNeural 
Network

What engineers want?
Context Controllability

Interpretability



Various media used by artists to 
communicate their expectations of the mix

How is context communicated?
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Multitrack MixNeural 
Network

Context

Can we build a system that incorporates context? (2023) 



Reference Song

Information derived from Reference Song

Acts as a pointer for the sound of the final mix
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Music Mixing Style Transfer: A Contrastive Learning Approach to Disentangle Audio Effects

● Pros: incorporates context 

through reference

● Limitations: mix to mix 

transfer, lacks interpretability

Music Mixing Style Transfer: A Contrastive Learning Approach to Disentangle Audio Effects

Reference Mix : Song 1

Song 2

Predicted Mix: 
Song 2 mixed in the style of Song 1

Context



What is Feature Learning?

93



Contrastive Learning - Recent Applications

94

Contrastive Pre-training Text Prompt Generative Models
Image

Audio

Radford, Alec, et al. "Learning transferable visual models from natural language 
supervision." International conference on machine learning. PMLR, 2021.

Elizalde, Benjamin, et al. "Clap learning audio concepts from natural language supervision." ICASSP 
2023. IEEE, 2023.

Text-to-Image

Text-to-Audio/Music



Contrastive Learning - Training Method

95Chen, Ting, et al. "A simple framework for contrastive learning of visual 
representations." International conference on machine learning. PMLR, 2020.

Spijkervet, Janne, and John Ashley Burgoyne. "Contrastive learning of 
musical representations." ISMIR 2021.

SimCLR CLMR



Contrastive Learning on Audio Effects

96

● Utilizes contrastive learning to understand audio effects.

● Objective: to disentangle mixing styles from musical content.

● Apply learnt representation to downstream task such as mixing style transfer.



Training Procedure of the FXencoder

97Koo, Junghyun, et al. "Music Mixing Style Transfer: A Contrastive Learning 
Approach to Disentangle Audio Effects." ICASSP 2023. IEEE, 2023.



Disentangled Representation

98

● t-SNE visualization on FXencoder
○ dimensional reduction on feature space

● 10 different random FX manipulation (color) 

on 25 different songs (point dot)

FXencoder

MEE 
(model trained with standard approach)



Disentangled Representation - Individual Instrument
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drums

bass

vocals

other



Music Mixing Style Transfer with FXencoder

100

● Training the mixing style converter is performed by utilizing the representation extracted with 
already-trained FXencoder



Music Mixing Style Transfer with FXencoder

101

● During inference stage, we can transfer mixing style of mixture-wise inputs using a music 
source separation (MSS) model



Demo - Mixing Style Transfer

102

Try with your samples!

Reference A Reference B

Input Mix:

Target Style Mix

Individual Output

Interpolated 
Output
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Multitrack MixNeural 
Network

Can we make a context-aware 
system controllable? (2024)

Context Controllability
Interpretability



Diff-MST: Differentiable Mixing Style transfer

Inputs: Tracks (8- 20) and a stereo reference song

Output: Mixing console parameters and predicted mix 



The mixing console is required to be differentiable, so that we can do 
end-to-end training of the system. Differentiable basically means we 
can backpropagate and calculate gradients which allows to learn the 
weights (learn a transformation). 

DASP 
Differentiable audio signal processors 
in PyTorch

Implemented using

Master Bus



https://sai-soum.github.io/projects/diffmst/ 

https://sai-soum.github.io/projects/diffmst/


Datasets

Multitracks: MedleyDB and Mixing Secrets
● Complete songs with varied number 

of channels and instruments
● Different Genres
● Medley (7.2hrs) + Mixing Secrets 

(~50hrs)

Reference Songs: MTG Jamendo 
● 55k songs in MP3 format
● Different Genres



Losses

- MR-STFT: Multi-resolution STFT loss from 
auraloss

- AF-Loss: handcrafted weighted average of 
MSE loss of MIR features specific to mix 
(from literature)

- Dynamics: Root mean square (RMS) and 
Crest factor (CF)

- Spatialisation: Stereo width (SW) and 
Stereo imbalance (SI) 

- Spectral: Bark spectrum (BS) 



Training Method 1 
- A random mix is created using tracks and random DMC 

parameters
- The random mix is split into equal halves
- One half is used as reference, the other as ground truth
- Losses tested: MR-STFT and MR-STFT plus fine tuning with 

AF loss
- Pros:

- Ground truth is available
- MR-STFT loss can be used 

- Drawbacks:
- During training, model see a lot of diversity
- Most often really bad sounding mixes

- Performance: 
- MR-STFT  only: fails to learn panning and compression
- MR-STFT plus fine tuning with AF loss : Improves 

panning performance, not the best yet



Training Method 2 
(Best Performance)

- Input: 
- Multitracks from MedleyDB and Cambridge
- Reference Songs from MTG-Jamendo

- AF-Loss computed between reference and predicted mix
- Non reference-based loss

- Performance
- Best performed
- MIR-based loss forces to learn crucial features of 

the reference mix.
Reference Song

(from 
MTG-Jamendo)

AF



Model Training Data Loss 
(between predicted mix 

and ground truth)Multitrack Reference Ground Truth

Diff-MST-MRSTFT MedleyDB + 
Cambridge 
Multitrack

Random Mix Unreferenced section 
of Random Mix

MRSTFT

Diff-MST-MRSTFT+AF MedleyDB + 
Cambridge 
Multitrack

Random Mix Unreferenced section 
of Random Mix

MRSTFT and then 
fine-tuned on AF loss

Diff-MST-AF MedleyDB + 
Cambridge 
Multitrack

Songs from 
Jamendo 

Referenced song from 
Jamendo 

AF loss

Overview of Diff-MST models



Baselines

Equal Loudness Mix Human Mixes MST [a]

[a] Music Mixing Style Transfer: A Contrastive Learning Approach to Disentangle Audio Effects, koo. et al, ICASSP 2023

loudness normalise the tracks to -48.0 dBFS and take the 
mean among the tracks to generate the mix which is then 

normalised

model performs a mix-to-mix transformation, we make use of 
the equal loudness mix of input tracks as the input to be 

transformed by the model.



Objective Evaluation 

*-8 and *-16 are trained on maximum 8 and 16 tracks, respectively



Conclusions

● Improved metrics observed with training on more tracks.
● AF loss outperforms MRSTFT loss, especially in enhancing spatialization and dynamics.

○ Diff-MST-MRSTFT models underperform due to unrealistic training data; fine-tuning with AF 
loss improves results

● Training on real-world songs enhances performance, emphasizing the need for high-quality data.



Limitations

● Challenges with increased input tracks and lack of a reverb module.
● Decline in performance for longer songs due to sparse embeddings.
● Human mixes capture creative elements that our system metrics may not fully assess.
● FAD metric may miss nuances like frequency masking and balance.
● System struggles with fully modeling mixing context but uses a reference input as a proxy.
● Currently limited to static mixing configurations, unlike the dynamic adjustments in real-world 

mixing.
● No subjective evaluation :/
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Model System Type Controllability Context Interpretability Input Taxonomy

Wave-U-Net for 
drum mixing

Direct 
transformation

No No No Drums only

Mixing with neural 
mixing console

Parameter 
estimation

Yes No Yes Multitrack, permutation and 
number of tracks invariant

Mixing with 
out-of-domain 

data

Direct 
transformation

No No No Wet stems, limited on number of 
tracks

Mixing style 
transfer

Direct 
transformation

No Yes 
(reference 

song)

Yes Mix and style reference mix

Diff-MST Parameter 
estimation

Yes Yes 
(reference 

song)

Yes Raw tracks and style reference 
mix

Summary



User-Centric Design



User of the tools
(not accurate but gives a sense of 
where each category of user fits)



Amateurs

Primarily create and compose music

Limited knowledge of music mixing

Mixing: biggest hurdle to releasing music

● Expectations: highly autonomous mixing system
● Not expecting high quality output
● Using AI mixing systems: produce a decent mix with 

minimal effort
● Positively embracing the emerging technology



Higher technical skills than amateurs 
but less experience than 

professionals.

● Use cases:
○ Improve their skills and work towards becoming 

professionals
○ quickly achieve a certain sound or style in their mixes.

● Aware of the limitations of technology - willing to put tools 
to best use.

● Cautiously optimistic about the future of these tools.

Pro-Ams



Professionals [Positive]

save time on repetitive tasks

experiment with new sounds

tasks like filtering, peak detection, 
pitch detection, mastering, 
equalization, and sound 
enhancement

Use Case Expectations

Accurate and precise

assistive and co-creative 
technologies that enable 
collaboration

customizable



Professionals [Negative]

Cannot fully replace the 
human touch and creativity 
required in the process.

Leads to a loss of control and 
precision in the final product

Traditional methods of mixing are 
superior - learning by trial and error  

best way to master mixing.





Seamless Integration

Professionals: established workflows and familiar tools

● Should integrate into their existing workflow
● build tools that have similar formats and configurations to what these users 

are familiar with

Amateurs: may not be familiar or well-versed with DAW

● Autonomous mixing tools hosted on web
● Tools with simpler interface and less options to control

Pro-ams: may have established workflows but are open and curious to try new tech

● Web-based interfaces or tools that are simple to use
● Tools that will integrate into their workflow



Context
 using text, audio, 

semantics etc

User Interface
Allowing a way to 

provide context and 
control the result

Tool Format
Seamlessly 

integrating into 
workflow

Output
Precise with no 

artifacts and in line 
with the context

User Interface
Allowing a way to 

interpret results and 
tweak them

Input Output

Ideal design for an automatic mixing system



Given a music mixture and its multitrack 
recordings, can we reverse-engineer the 

Fx graph? 



Reverse Engineering (2021, 2024)



Reverse engineering of a mix

Reverse engineering of a recording mix with differentiable digital signal processing, Colonel et al. (JASA, July 2021)



Searching for Mixing Graphs: A Pruning Approach 

Searching for Mixing Graphs: A Pruning Approach, Lee et al. (DAFx24, Sep 2024)



Searching for Mixing Graphs: A Pruning Approach 



Searching for Mixing Graphs: A Pruning Approach 

➔ To assist engineers in music production applications

➔ To collect graphs that can be used to train music AI 
models

➔ To make black-box models interpretable 



GRAFX: An Open-Source Library for Audio Processing Graphs in Pytorch, Lee et al. (DAFx24, Sep 2024)

GRAFX: An Open-Source Library for Audio Processing 
Graphs in Pytorch



GRAFX: An Open-Source Library for Audio Processing Graphs in Pytorch, Lee et al. (DAFx24, Sep 2024)

GRAFX: An Open-Source Library for Audio Processing 
Graphs in Pytorch



Evaluation
Part-4
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Music mixing is inherently a creative process and 
therefore a highly subjective task 

It cannot be categorized as correct or incorrect

Evaluation
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There is not a single metric that will fully encompass 
the production quality of a generated mix

The use of a professional mix as the ground truth can 
be an indicator of performance

However, a mix that deviates from the ground truth is 
not always an aesthetically unpleasant or “bad” mix.

Evaluation
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- Objective evaluation of music production tasks remains an open field of research

- Audio features, loss function or deep learning embeddings to fully represent solely 
the mixing processing

- Also, we can use audio features related to mixing audio effects as a way to 
numerically approximate the evaluation of mixes

Objective Metrics
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- Objective evaluation of music production tasks remains an open field of research

- No audio feature, loss function or deep learning embedding have yet
been found that fully represent solely the mixing processing

- We can use audio features related to mixing audio effects as a way to numerically 
approximate the evaluation of mixes

Shortcomings

- Cannot capture production quality or aesthetic improvements

- Cannot evidence artifacts within the mix

- Ill-posed problem; deviating from the ground truth does not always mean the mix is 
incorrect

Objective Metrics
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Spectral features
- EQ and reverberation
- Spectral centroid, bandwidth, contrast, flatness, and roll-off 

Spatialisation features
- Panning
- Panning Root Mean Square (RMS) 

Dynamic features 
- DRC 
- RMS level, dynamic spread and crest factor 

Loudness features 
- The integrated loudness level (LUFS) and peak loudness 

Audio Features
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Perceptual listening tests have become the 
conventional way to evaluate these systems

There is no standardized test type or platform

We can design tests based on a set of best practices

Adjust them to the specific characteristics of the 
automatic mixing system

Listening Test
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Platforms for multi-stimuli tests

Platform Multi-stimuli test Features Usage

Web Audio Evaluation Tool
(Jillings et al., 2015)

-MUSHRA
-APE
-Discrete
-Reference is optional

-Training stage 
-Loudness normalization 
-Synchronized playback
-Randomization

-Requires server
-PHP support has not been 
updated
-Customization with effort

webMUSHRA 
(Schoeffler et al., 2018)

-MUSHRA -Training stage
-Fade-in/out 
-Synchronized playback
-Randomization

-Requires server
-Customization with effort

goListen
(Barry et al., 2021b)

-MUSHRA
-Reference is optional

-Synchronized playback
-Randomization

-Requires account
-Does not require server
-Customization with effort
-Ease-of-use
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Several design decisions must be taken into account

- Type of test

- Number of stimuli 

- Duration of the stimuli

- Criteria to be rated

- Requirements for the participants

- Listening environment

Listening Test



https://dl4am.github.io/tutorial

Book

https://dl4am.github.io/tutorial


Break
(15min)



Implementation
Part 5



You can save your results and come 
back later if you click “Copy to Drive”



Inference
Link

https://colab.research.google.com/github/csteinmetz1/automix-toolkit/blob/main/notebooks/01_inference.ipynb


Datasets
Link

https://colab.research.google.com/github/csteinmetz1/automix-toolkit/blob/main/notebooks/02_datasets.ipynb


Models
Link

https://colab.research.google.com/github/csteinmetz1/automix-toolkit/blob/main/notebooks/03_models.ipynb


Training
Link

https://colab.research.google.com/github/csteinmetz1/automix-toolkit/blob/main/notebooks/04_training.ipynb


Evaluation
Link

https://colab.research.google.com/github/csteinmetz1/automix-toolkit/blob/main/notebooks/05_evaluate.ipynb


Future Directions
Part 6



AI comes in many forms
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Generative models

So we should treat it as such. Go beyond supervised learning?

Mixes
The mixing task is a one to many mapping...



Further Interests
- Learn a latent space of audio production representation

- This will allow us to learn a global sound of the mix
- Easily explore mixing space for quick iteration for user

- Better objective evaluation methods for models; what is a good mix afterall? 
- A loss function that better captures mixing practices. Embedding loss?
- More ways to incorporate context. 

Model 
ArchitectureDataset Loss 

function

Evaluation
Subjective Objective



Last thoughts

- Static mixes and static chains -> learned chains and automation
- Black box - exploration of generative methods
- White box - more context, learned effect chains
- Audio quality closer to human engineers work
- Work with larger number of tracks - as in real world practice
- Apt evaluation techniques (objective and subjective)
- Systems learning long term coherence across more tracks and longer 

durations
- Mixing anomaly detection
- Expansion of mixing to film audio, broadcasting, game audio (principles for 

mixing varies)



Key Factors for Success of Smart Mixing tools

● Interaction models that facilitate trust
○  lack of interpretability and control - barrier to their adoption.

● High precision and quality of results generated
○ low-quality output not useful in professional workflows.

● Seamless integration into existing workflows
○  maximize efficiency and productivity.

Towards a Human Centric Design Framework for AI Assisted Music Production
Tsiros, A. and Palladini, A. NIME 2020
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Takeaways

1. Mixing is a task that maps creative ideas and emotion to technical parameters

2. Approaches are often either direct transformation or parameter estimation

3. Evaluation remains challenging and we rely on well design listening tests

4. Many open questions and challenges with potentially fruitful outcomes



Demos

159



Mixes
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https://golisten.ucd.ie/task/mushra-test/65265f2ef1a04554f996bb49


Mixes
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https://golisten.ucd.ie/task/mushra-test/65265f2ef1a04554f996bb49


Mixes
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1.  (Koo et al., 2022a) - Music Mixing Style Transfer with reference from MUSDB18 
(same genre) 

2. Mono mix

3. Gary Bromham - Professional audio engineer mix

4. (Steinmetz et al., 2021) - DMC mix trained with MedleyDB - Gain and Panning 

5. (Martinez-Ramirez et al., 2022) - Fx Normalization

6. RoEx

https://jhtonykoo.github.io/MixingStyleTransfer/
https://arxiv.org/abs/2010.10291
https://marco-martinez-sony.github.io/FxNorm-automix/
https://www.roexaudio.com/


Resources
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Final
Questions BookGitHub
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automix-toolkit

https://github.com/csteinmetz1/automix-toolkit

Star it on GitHub

https://github.com/csteinmetz1/automix-toolkit


https://dl4am.github.io/tutorial

Book

https://dl4am.github.io/tutorial
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https://csteinmetz1.github.io/AutomaticMixingPapers

More works on automatic 
mixing research 

Searchable/filterable table of 
relevant papers and stats

https://csteinmetz1.github.io/AutomaticMixingPapers/


Questions


